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Event-Triggered Adaptive Control of a Parabolic
PDE-ODE Cascade With Piecewise-Constant
Inputs and Identification

Ji Wang

Abstract—We present an adaptive event-triggered
boundary control scheme for a parabolic partial differential
equation-ordinary differential equation (PDE-ODE) system,
where the reaction coefficient of the parabolic PDE and the
system parameter of a scalar ODE, are unknown. In the
proposed controller, the parameter estimates, which are
built by batch least-square identification, are recomputed
and the plant states are resampled simultaneously. As
a result, both the parameter estimates and the control
input employ piecewise-constant values. In the closed-loop
system, the following results are proved: 1) the absence
of a Zeno phenomenon; 2) finite-time exact identification
of the unknown parameters under most initial conditions
of the plant (all initial conditions except a set of measure
zero); and 3) exponential regulation of the plant states to
zero. A simulation example is presented to validate the
theoretical result.

Index Terms—Adaptive control, backstepping, event-
triggered control, least-squares identifier, parabolic PDEs.

[. INTRODUCTION
A. Boundary Control of Parabolic PDEs

Parabolic partial differential equations (PDEs) are predomi-
nately used in describing fluid, thermal, and chemical dynamics,
including many applications of sea ice melting and freezing [28],
[61], continuous casting of steel [41] and lithium-ion batter-
ies [27], [51]. These therefore give rise to related important
control and estimation problems of parabolic PDEs.

The backstepping approach has been verified as a very pow-
erful tool for boundary stabilization of PDEs, with many advan-
tages, such as avoiding operator Riccati equations that are very
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hard to solve for PDEs, and no need for model reduction that
often plays an important role in most methods for PDE control
design [32, Ch. 1]. The first backstepping boundary control
design for parabolic PDEs was introduced in [35] and [36].
Subsequently, more results about boundary control of parabolic
PDEs have emerged in the past decade, such as [5], [8], [9],
[39], [40], and [42]. In addition to the backstepping method, a
forwarding approach, which was first introduced in [38], is also
applied to stabilize the hyperbolic PDE systems in [37] and [53],
and parabolic PDEs in [6].

In addition to the aforementioned works on parabolic PDEs,
topics concerning parabolic PDE-ODE coupled systems are also
popular, which have a rich physical background, such as coupled
electromagnetic, coupled mechanical, and coupled chemical
reactions [50]. Backstepping stabilization of a parabolic PDE in
cascade with a linear ODE has been primarily presented in [30]
with Dirichlet-type boundary interconnection and, the results
on Neuman boundary interconnection were presented in [48]
and [50]. Besides, backstepping boundary control designs of a
parabolic PDE sandwiched by two ODEs were presented in [10]
and [55].

In this article, we deal with a cascade of reaction—diffusion
PDE and ODE. For the reaction—diffusion PDE subsystem,
the reaction term perturbs the diffusion behavior of the basic
heat equation, and there would be many unstable eigenvalues
for a positive and large reaction coefficient. Besides, the ODE
subsystem also can be in an unstable form when the system
parameter is positive.

B. Event-Triggered Control of PDEs

When implementing the continuous-in-time controllers into
digital platforms, sampling needs to be addressed properly to
ensure the stability of the closed-loop system. Compared with
periodical sampling, i.e., sampled-data scheme [21], the event-
triggered strategy is more efficient in the aspect of using com-
munication and computational resources, because the sampling
happens only when needed.

Most current event-triggered control are designed for ODE
systems, such asin [17], [19], [45], and [49]. For event-triggered
control in PDE systems, some pioneering attempts were pro-
posed relaying on distributed (in-domain) control inputs [44],
[62] or modal decomposition [25], [26]. Recently, using the
infinite-dimensional control approach, the state-feedback event-
triggered boundary control for a class of 2 x 2 hyperbolic
PDEs was first presented in [14], and then was extended to
the output-feedback case in [ 12]. Output-feedback event-trigged
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boundary control of a sandwich hyperbolic PDE system was also
proposed in [56]. For parabolic PDEs, some important results
on event-triggered boundary control were presented in [15],
[25], and [43], on the basis of the backstepping method and the
modal decomposition approach, respectively. The abovemen-
tioned event-triggered control design only focused on a PDE
plant with completely known parameters while there always
exist some plant parameters not known exactly in practice, which
creates a need for incorporating adaptive technology.

C. Triggered Adaptive Control of PDEs

Three traditional adaptive schemes are the Lyapunov design,
the passivity-based design, and the swapping design [29], which
were initially developed for ODEs in [31], and extended to
parabolic PDEs in [1], [2], [33], [34], [46], and [47], and hy-
perbolic PDEs in [3], [7].

A new adaptive scheme, using a regulation-triggered batch
least-square identifier (BaLSI), was introduced in [20] and [22],
which has at least two significant advantages over the previous
traditional adaptive approaches: guaranteeing exponential reg-
ulation of the states to zero, as well as finite-time convergence
of the estimates to the true values. An application of this new
adaptive scheme to a two-link manipulator, which is modeled by
a highly nonlinear ODE system and subject to four parametric
uncertainties, was shown in [4]. Regarding PDEs, this method
has been applied in adaptive control of a parabolic PDE in [24],
and of first-order hyperbolic PDEs in [58] and [60]. In the above
designs, the triggering is employed for the parameter estima-
tor (update law), rather than the control law, where the plant
states are not sampled. Conversely, in [57], an event-triggered
adaptive control design was proposed by employing triggering
for the control law instead of the parameter estimator, where
only asymptotic convergence is achieved. Recently, a triggered
adaptive control design, where the triggering is employed for
updating both the parameter estimator and the plant states in the
control law, is proposed for hyperbolic PDEs in [59]. This article
is the parabolic cousin of [59]. As a result, both the parameter
estimates and the control input employ piecewise-constant val-
ues, and exponential regulation of the states in the parabolic
PDE-ODE cascade is achieved.

D. Contributions

1) As compared to the previous results in [15] and [43] on
event-triggered backstepping control for parabolic PDEs
with completely known plant parameters, uncertain plant
parameters and additional ODE dynamics are considered
in this article.

2) Different from adaptive control designs of parabolic
PDEs in [33], [46], and [47] where the control input is
continuous-in-time, in this article, the control signal is
piecewise-constant, and, moreover, the exact parameter
identification (for all initial conditions of the plant except
a set of measure zero) as well as exponential regulation
to zero of the plant states are achieved.

3) Compared with the triggered-type adaptive control de-
signs for parabolic PDE in [24], where triggering is only
employed for the parameter update law rather than the
plant states in the controller, in this article, triggering

is employed for both updating the parameter estimator
and resampling the plant states in the controller and, as
a result, both the parameter estimates and the control
input employ piecewise-constant values. Moreover, an
additional uncertain ODE at the uncontrolled boundary
of the parabolic PDE is considered in this article.

4) To the best of our knowledge, this is the first adap-
tive event-triggered boundary control result of parabolic
PDEs. The result is new even if the ODE dynamics is
removed.

E. Organization

The problem formulation is shown in Section II. The nominal
continuous-in-time control design is presented in Section III.
The design of event-triggered control with piecewise-constant
parameter identification is proposed in Section I'V. The absence
of a Zeno phenomenon, parameter estimate convergence, and
exponential regulation are proved in Section V. The effec-
tiveness of the proposed design is illustrated by a numerical
example in Section VI. Finally, Section VII concludes this
article.

F. Notation

We adopt the following notation.

1) The symbol N denotes the set of natural numbers includ-
ing zero, and the notation N* for the set {1,2,...}, i.e.,
the natural numbers without 0. We also denote R :=
[0,400) and R_ := (—00,0).

2) Let U C R™ be a set with nonempty interior and let
Q C R be a set. By C°(U; ), we denote the class of
continuous mappings on U, which take values in 2. By
C”“(U; ), where k > 1, we denote the class of contin-
uous functions on U, which have continuous derivatives
of order k on U and take values in 2.

3) We use the notation L?(0, 1) for the standard space of the
equivalence class of square-integrable, measurable func-

tions defined on (0,1) and || f| = (folf(ac)2dav)5 <
+oo for f € L?(0,1).

4) Foran I C R, the space CY(I; L?(0,1)) is the space of
continuous mappings I > t — u[t] € L%(0,1).

5) Let u : Ry x [0,1] — R be given. We use the notation

u[t] to denote the profile of w at certain ¢t > 0, i.e.,
(ult]))(z) = u(x, t), forall z € [0, 1].

Il. PROBLEM FORMULATION

We conduct the control design based on the following
parabolic PDE-ODE system:

¢(t) = a¢(t) + bu(0, 1) (1)

up(x,t) = ey (v, 1) + Au(z, t) )

ug(0,8) =0 (3)

ug(1,7) + qu(1,t) = U(t) )

for z € [0,1],¢ € [0, 00), where ((¢) is a scalar ODE state and
u(x,t) is a PDE state. The function U (¢) is the control input to
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be designed. The parameters ¢, A, and a are arbitrary, and b # 0.
The ODE system parameter a and the coefficient A of the PDE
in-domain couplings are unknown.

Assumption 1: The bounds of the unknown parameters A and
a are known and arbitrary, i.e., A < A < X, a < a < a, where
A, A, @, and @ are arbitrary positive constants whose values are
known.

We define a vector 6 that includes the two unknown parame-
ters A and a, i.e.,

0=[ra)l. (5)

Assumption 2: The parameter g satisfies

1 x
=7 4 + 2’

Assumption 2 avoids the use of the signal w(1,¢) in the
nominal control law, whose purpose is to ensure no Zeno be-
havior in the event-based system. For the reaction—diffusion
equation, an eigenfunction expansion of the solution of (2)—(4)
with U(t) = 0 shows that the parabolic PDE system is unstable
when A > 57r2/4, no matter what ¢ > 0 is [43].

The motivation of the considered PDE-ODE cascade is from
control of uncertain thermal-fluid systems [54] with uncertain
finite-dimensional sensor dynamics. We only consider a scalar
ODE in this article with the purpose of presenting the proposed
control design more clearly. With a modest modification, the
result in this article is possible to extend to the case that the
ODE state is a vector and the system matrix and input matrix
in the ODE are linear functions of unknown parameters. We
reiterate here that the result in this article is new even if the
ODE (1) is absent.

I1l. NOMINAL CONTROL DESIGN

In the nominal control design, similar to [10], we apply
three transformations to convert the original plant (1)—(4) to an
exponentially stable target system.

We introduce the following backstepping transformation [32,
(4.55)]:

w(a,t) = ule, t) - / “Weyulndy 6

where

AT Ax? — 92

\I/(ac,y):—fx 1( (LC Yy )/5)
€ Ma?—y?) /e

and I; denotes the modified Bessel functions of the first kind,

to convert the plant (1)—(4) to the system

)

¢(t) = a¢(t) + bw(0,1) ®)

we(z,t) = ewgy (1) )

we(0,) =0 (10)
we(1,t) +rw(l,t) =U@) + (r —q— V(1,1))u(l,t)

N /01 (%(1, y) +q¥(1,y)

+\If(17y><r—q>)u<y,t>dy an

where r is a positive constant that will be determined later.
Following [32, Sec. 4.5], the inverse transformation of (6) is
shown as
u(et) =w@ ) + [ Vel (2)
0

where

ARG
e VA - )/

and J; denotes the (nonmodified) Bessel functions of the first
kind.
Applying the second transformation,

v(z,t) = w(z,t) — y(x)((t)

(bk — a) x)
5

we convert the system (8)—(11) into the following intermediate
system:

O(x,y) = — (13)

(14)

where

v(x) = —k cos < (15)

(1) = — am((t) + bv(0,1) (16)
ve(x, 1) = evge(z,t) — y(x)bv(0,t) (17)
v2(0,8) =0 (18)
(1,8) +ro(1,8) = U(t) — 7' (1)¢E) — ry(1)S(t)
+ (T —q— \Ij(]-v 1))“(1vt)
1
PO 0) Julpt)dy 19)
where
am =bk—a >0 (20)
is ensured by a design parameter x satisfying
R @1

See Appendix A for the calculation of the conditions of y(z) by
matching (8)—(11) and (16)—(19) via (14).
We introduce the third transformation

Bl 1) = v(a, ) — / " b, gy, t)dy

where the kernel h(z, y) is to be determined, to convert (16)—(19)
into the target system

(22)

C(t) = — am((t) +b5(0,t) (23)
Bt(xat) = Eﬂww(x>t) (24)
B(0,t) =0 (25)
Be(1,t) = —rB(1,1) (26)
where
= U(l,1 h(l,1) = » L 27
T_q+ (7)+(7)_q_276>1 ( )
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with recalling ¥(1,1) = —2 considering (7), and h(1,1) =0
is derived from the last two conditions of h(x,y), which are
shown next, and Assumption 2.

By matching (23)—(25) and (16)—(18) via (22) (see Ap-
pendix B for details), the conditions of h(x,y) are obtained
as

(w0 +9(b = [ hGeanmdy =0 @8)
hyy(z,y) — hoz(2,y) =0 (29)
hy(z,2) + hy(z,2) =0 (30)
h(0,0) =0 31

which is covered by the ones found in [11] which ensures that
(28)—(31) have a piecewise Cs-solution.
For (26) to hold, the control input is chosen as

1
U(t) = / KoLy O)uly, O)dy + Ko(LOC(E)  (32)
where

Ki(1,y;0) = W (1,y) + he(1,y) + 7h(1,y)

+ (q - 2/\5) U(1,y)

- / (ha(1, 2) + rh(1, 2))U (2, y)dz

Ka(1:6) =7 (1) + (4= 32 ) 200

(33)

- / (ha(L,) + rh(Lg)y(w)dy.  (34)

Writing § = [, a]” in K, and K, emphasizes the fact that K
and K5 depend on the unknown parameters A and a (the kernels
W, ~, and h defined in (7), (15), and (28)—(31) include these
unknown parameters).

According to [10], there exists kernel h!(z,y) € R for the
inverse transformation of (22), which is shown as

ot = )~ [ W B G9)

0

In summary, with the purpose of building the nominal control
law, in this section, we apply three transformations to convert
the original system to the target system. The first transformation
is to “eliminate” the reaction term Au(x,t), which is a source
of instability, in (2). Then, we are to make the ODE (1) in a
stable form with compensating heat PDE dynamics at its input,
like [30]. We use the second transformation (14) to make the
system coefficient of the ODE (1) as negative, and apply the last
transformation to compensate the residual term ~(x)bv(0,t),
which results from applying the second transformation, in (17).

V. EVENT-TRIGGERED CONTROL DESIGN WITH
PIECEWISE-CONSTANT PARAMETER IDENTIFICATION

Based on the nominal continuous-in-time feedback (32), we
give the form of an adaptive event-triggered control law Uy, as

follows:

1 ~
Ugi = Uq(t;) = /0 Ki(1,y;0(t:))uly, ti)dy

+ Ka(1;0(:))C(t:) (36)

fort € [t;,t;y1), where

6= a (37)
is an estimate, which is generated with a triggered BaLSI, of
the two unknown parameters A and a. The identifier and the
sequence of time instants {¢; > 0}, ¢ € N, are defined in
the next section.

Inserting the piecewise-constant control input Uy; into (4),
the boundary condition becomes

s (1,1) + qu(l,t) = Ugs. (38)

When we mention the continuous-in-state control signal U,
we refer to the signal consisting of triggered parameter estimates
and continuous states, i.e.,

1

Uult) = [ Ka(Lys(e))uly. )y + Ka(1:0(6)5(0

’ (39)

fort € [t;,ti+1). The signal U, does not act as the control input
of the plant but used in the event-triggering mechanism (ETM),
which will be shown latter.

Define the difference between the continuous-in-state control
signal U, in (39) and the event-triggered control input U, in (36)
as d(t), given by

d(t) = Uc(t) — Ug;
1
_ / Ky (L, 0(t) (u(y, £) — uly, t))dy

+ Ka(1;0(t:))(C(t) — C(t))

fort € [t;, t;y1), which reflects the deviation of the plant states
from their sampled values and will be used in building the ETM.

Define the difference between the continuous-in-state control
signal U,(t) in (39) and the nominal continuous-in-time control
input U(¢) in (32) as p(t), given by

p(t) = U(t) = Ue(t)

(40)

= /O (K1(1,;0) — K1(1,y;0(t:)))u(y, t)dy

+ (K5(1;0) — Ko(1;0(t:)C(E), t € [tistip1) (41)

which reflects the deviation of the estimates from the actual
unknown parameters.

The deviations d(t) and p(¢) will be used in the following
design and analysis.

A ETM

The sequence of time instants {¢; > 0}52, (to = 0) is defined

as
tiy1 = min{inf{t > t; : d(t)* > —~Emt)}, t; + T}  (42)

where the positive constant ¢ is a design parameter, and another
design parameter 7' > 0 sets the maximum dwell-time with the
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purpose of avoiding the less frequent updates of the parameter
estimates, which may lead to a large overshoot in the response
of the closed-loop system.

The dynamic variable m(¢) in (42) satisfies the ordinary
differential equation

m(t) = —nm(t) + rgd(t)® — riu(1,1)? — rou(0,t)?
— wgflu(, )* — wal(t)?

for t e (t;,tip1) with m(tg) =m(0) <0, and m(t;) =
m(t;) = m(t]). Here, t; and ¢; are the right and left limits
of ¢ = t;. It is worth noting that the initial condition for m(t)
in each time interval has been chosen such that m(t) is time
continuous. The positive design parameters k1, ko, k3, and Ky
are determined later. Inserting d(t)? < —&m(t) guaranteed by
(42) into (43), we have

m(t) < — (4 ra&)m(t) — kru(1,t)? — rou(0,t)*
— rigllu( )7 — maC ().

Next, we show m(t) < 0all the time under m(0) < 0. Multiply-
ing both sides of (44) by (749 then moving e("+*a&)t(y +
Aa&)m(t) from the right-hand side to the left-hand side, yields

1 (£)e RO 4 RO 4 m(1)

(43)

(44)

< =20 (0u(1,1)? + rou(0,1)?
+waflu(, )| + Kal(2)?).
That is,
d temtrad)t
% < - e(n—i-)»dﬁ)t (Klu(l,t)Q + Iigu(o,t)2
+hsluC )2+ RaC1)) . 45)
Integration of (45) from 0 to ¢ yields

m(t) < m(o)e—(nﬂdé)t

t
_/ e~ (n+rad)(t—0) (filu(l, 9)2 + kou(0, 0)2
0

+ rallul-, 0)|1* + ral(0)?) do. (46)

Because m(0) < 0, both terms on the right-hand side of (46) are
less than zero. Therefore, m(t) < 0.

For the proposed ETM (42), the maximal dwell-time is 7". For
some design parameters x1, ko, k3, and kg4, the minimal dwell-
time is larger than a positive constant, i.e., no Zeno behavior,
which will be proved in Lemma 2.

B. BalSl
According to (1) and (2), we get for 7 > 0 and n € N* that

diT ( /O ' sin(emm)u(z, 1)dz — 2em<(r))

1
:5/ sin(xmn) Uy (z, 7)dx
0

1
+ A/ sin(zmn)u(x, 7)dr — %57mé(7)
0

= —emncos(mn)u(l, )+ emnu(0, T)

- gE’lTTLC(’T) —emnu(0,T)

b

1 1
—€7r2n2/ sin(axmn)u(x, T)dx—l—k/ sin(xmn)u(x, 7)dx
0 0

1
= —emncos(mn)u(l, ) — E7r2n2/ sin(zmn)u(x, 7)dx
0

1
+ A/ sin(zmn)u(x, 7)dr — %(1671'71((7'). (47)
0
Define
piv1 :=min{tg:d € {0,...,i},tq > tip1 — NT}  (48)

according to [22], where the positive integer N > 11is afree de-
sign parameter (a larger N will make the least-squares identifier
run based on a bigger set of data, which makes the identifier more
robust with respect to measurement errors), and the positive
constant 7" is the maximum dwell-time in (42). Integrating (47)
from p;41 to t yields

fut, prig1) = Agn,1(t, piv1) + agn2(t, trig1) (49)

where

! 1
fu(t, piz1) = /0 sin(zmn)u(z, t)dx — Eswn((t)
1
f/ sin(zmn)u(x, piv1)dx + %swn((uiﬂ)
0
t
i —1)mu(l,
/M+1 |:€7TTL( ) u(1, )

1
+67r2n2/ sin(xmn)u(x, 7)dx|dr (50)
0

t 1
gna(t, piv1) = / / sin(zmn)u(z, 7)dxdr (51
piy1 4O
1 t
In2(t, pit1) = — 7emn C(r)dr (52)
Hit1
forn € N*,
Define the function h; ,, : R* — R by the formula:
tit1
hin(l) = / (fu(t, piv1) = lagn,1(t, prig)
Hit1
— lagna(t, pip1))” dt (53)

fori € N,n € N*,and £ = [(1,{5]T.

According to (49), the function h; ,,(¢) in (53) has a global
minimum h; ,(0) = 0. According to [24], applying Fermat’s
theorem (of extrema)—that is, differentiating the functions
hin(€) defined by (53) with respect to £1, {5, respectively, and
making the derivatives at the position of the global minimum
(01,€2) = (A,a) as zero—we have that the following matrix
equation hold for every i € N and n € N*:

Zn(fit1,tiv1) = Gn(tiv1, tiv1)0 (54)
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where

[Hp1 (i1 ti1), Ho2(ptigr, tig1)]”
(55)

Qn2(fiv1,tiv1) }

Qn,3(liv1,tig1)

Zn(Miv1,tiv1) =

n, 7 7ti
Gr(ptiv1,tiv1) = {gnigﬁlimig

(56)
with
7.+1

Hn,l(ﬂi-‘rlati-&-l gn 1 t ,u7,+1)fn(t ,UJH—I)dt (57)

Hit1

i1
Hn 2(M1+1a z+1 / gn2 t /J/z+1)fn(t Mz+1)dt (58)
Hit1
i+1
Qn 1(Mz+17 z+1 = / In, 1 t ,U/erl) dt (59)
Hit1
tiy
Qn.2(fit1,tiv1) / In1 (ts 1iv1)gn,2(t, pig1)dt (60)
Hit1

tit
gn.2(t, fiv1)?dt. (61)

it+1

Qn,3(fit1,tiv1) = /
n

The parameter estimator (update law) is defined as

O(tipr) = argmin{|€ —0(t;)|]?: L e o,

Zn(fit1,tit1) = Gr(pisr, tig1)l, n € N*} (62)

where © = {{ € R? : A < {1 < ,a < Uy <T}.

C. Well-Posedness Issues

With the variation-of-constants formula, we write the solution
to (1) as

t

C(t) = e™C(0)+b / ey (0, 7)dr. (63)
0

The well-posedness property is stated as follows.

Proposition 1: Between the time instants ¢; and ¢;41,
for every wu[t;] € L?(0,1), ((t;) €R, and m(t;) € R_,
there exist unique mappings u € CO([t;, t;41]; L2(0,1)) N
C((tistign) x [0,1])  with  ulf] € C3(0,1)), (e
CO([tistisv1);R), and m € CO([t;,t;1]; R_), which satisfy
(2), (3), (38), (63), and (43).

Proof: The PDE subsystem (2), (3), (38) is identical
to [43, (la), (1b), (20)]. According to [43, Proposition
4], whose proof depends on [23, Th. 4.11], we have
that for every ult;] € L?(0,1), there exist a unique solu-
tion u € CO([t;, t;iv1]; L2(0,1)) N CL((ts,tiv1) x [0,1]) with

ult] € 02([0 1]) to (2), (3), and (38). It implies that the sig-
nal fo u(0,7)dr is time continuous. Considering (63), we
obtain ¢ € CO([t;, t;41);R). Recalling (46) and the obtained
well posedness of the u-PDE and (-ODE, we have m €
CO([ti, tis1]; R_). Proposition 1 is obtained. [ |

Proposition 1 shows the solution of the closed-loop system is
unique and defined on ¢ € [0, lim; . (¢;)). We will then prove

Unknown parameters exist in
both PDE and ODE

Parabolic ODE i ult],£ ()
—>
¢ |
P
|
IRecompute
[ZOH J¢— o— BaL SI
:Resample
ZOH \)—

Fig. 1. Block diagram of the closed-loop system.

no Zeno behavior in the closed-loop system, which guarantees
the solution is defined on R ;.

D. Main Result

The block diagram of the closed-loop system is presented in
Fig. 1. The main result of this article is shown as follows.
Theorem 1: For all initial data u[0] € L?(0,1), ¢(0) € R,
m(0) e R_, andé(O) € ©1, the closed-loop system, i.e., (1)—(4)
under the controller (36), with the ETM (42), (43), and the least-
squares identifier defined by (62), has the following properties:
1) No Zeno behavior.
2) Except for the case that both u[0] and {(0) are zero, there
exist positive constants M, o (independent of initial data
u[0], ¢(0)) such that

Q) < MQ(O)e*”, t €1[0,00) (64)

where  Q(t) = [[u[t][|* + ¢(t)* + [m(t)| + |0(t)]. The
single bars | - | for 0(t) = 9 9( ) denotes the Euclidean
norm.

3) If both u[0] and ¢(0) are zero, then u[t] =0, ((t) =
m(t) = m(0)e "™, and A(t) = 6(0) for t € [0, 0c)—that
is, all signals are bounded in the sense of

Q(t) < [m(0)] + |6 - (0)

€ [0, 00). (65)
Proof: The proof is shown in next section. |
In the proposed control system, all conditions of the design

parameters are cascaded rather than coupled, and only depend

on the known parameters. An order of selecting the design

parameters is shown in Fig. 2.

Theorem 1 implies the exponential convergence to zero of
the plant states u[t], {(¢) for all initial data «[0], {(0). The whole
states in the closed-loop system include the plant states u[t], ¢ (¢),
the parameter estimate state f(¢), and the ETM internal dynamic
variable m(t). The exponential convergence of the whole states
is achieved, when the initial values of the parameter estimate
and ETM internal dynamic variable—that is, 0(0),m(0) that
are chosen by users—are in the given regions.

We take ty = 0 is just to reduce the notational overload. In all
designs and proofs in this article, ¢y = 0 makes no difference,
i.e., the initial time ¢y = 0 can be replaced with a generic ¢;.
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Known plant \
parameters —> K — K,K,,K,,K, —> V. — 1, —> A, (108)
and known @1 (78) (106)  (107)
bounds of
the unknown > 7
plant (105)
parameters . [ ==
Design parameters: K,I(‘,KZ,KB,KJ,/IJ,IQ,&N,“
Analysis parameters: /},7.,7, Free
Fig. 2. Order of selecting the design parameters.

V. PROOF OF THEOREM 1

The proof of Theorem 1 is divided into three parts: 1) there is
no Zeno behavior, which guarantees the solution of the closed-
loop system is unique and is defined on R, ; 2) finite-time
exact parameter identification is achieved under most initial
conditions; 3) exponential regulation to zero of the plant states
is guaranteed. The first part is the proof of the first portion
of Theorem 1. The second part (convergence of the parameter
estimates) contributes to the third part—that is, the proofs of the
last two portions of Theorem 1.

A. No Zeno Behavior

First, we present the following lemma about the upper bound
of d(t)2, which will be used to show no Zeno behavior.

Lemma 1: For d(t) defined in (40), there exist positive con-
stants €1, €9, €3, €4, and €5 such that

d(t)? < e1d(t)? 4 equ(1, )% + e3u(0,t)?
+eaflu(, O + s (t)?

fort € (t;,t;11), where ey, €2, €3, €4, and e5 only depend on the
design parameter  in (21), the known plant parameters, and the
known bounds @, a, A, and A of the unknown parameters.

Proof: The event-triggered control input U, is constant on
t € (ti,tit1), ie., Ug(t) = 0. Recalling Proposition 1, taking
the time derivative of (40), recalling (1)—(3), applying integration
by parts, we obtain that

d(t) = U.(t)

(66)

= K1(1,1;0(t;))eun(1,t) — K1,(1,1;0(;))eu(1,t)

+ K1y (1,0;0(t;))zu(0, )

1

+/0 K1 (1,y:0(t:)auly, t)dy

+ Ka(1;0(t:))aC(t) + Ka(1;0(£))bu(0,t)  (67)

fort € (t;,ti+1). Applying (40) and (41), it allows us to rewrite
(38) as
Inserting (68) into (67) to replace u,(1,t), we then have

d(t) = — Ky (L L;0(t)ed(t) — Ky (L, 1;6(t)ep(t)

— (qK1(1,1;0(t:))e + K1y (1, 1;0(t:))e)u(1, t)
+ (K1, (1,0;0(t:))e + Ko(1;0(t;))b)u(0, t)

+ /1[K1yy(1vy§ é(tz))f + Ki(1,y; é(tz)))»
0

+ K4 (1, 1; é(ti))gKl(lvy; 0)]u(y,t)dy

+ (Ka(L;0(t:)a+ K1(1,150(t:))e K2(1:0))¢(1)
(69)

fort € (t;,t;+1), where (32) has been used.
Applying the Cauchy—Schwarz inequality into (41), we have

)2 <2
p(t)” <2 max

{/ (K1(1,y;91) — K1(1,y;192))2dy}
0
X [|uft]||”
+ 2793?9%)6(6{(&(1; 0h) — Ka(1;92))* ¥ ().
(70)

Applying the Cauchy—Schwarz inequality into (69), using (70),
we then obtain (66), where

€1 = 6e? max{K;(1,1;9)?} (71)
1)

6 = 6max{(qK (L L 0)e + K (1, 1:9)2)?) )
€

65 = 6 maxc{ (K (1,0;9)c + Ko (1 0)0)?) 3)
€

1
€4 = 12max{/ (Klyy(l,y;ﬂ)s—kKl(l,y;ﬁ)k)Zdy}
JeO 0

1
2 L2 . 9)2
+ 12¢ I&&é{{Kl(l,l,ﬁ) }rggg{/o Ki(1,y;9) dy}

+ 12e% max{ K, (1,1;9)%}
JeO©

{/Ol(Kl(lvyﬂ%) - K1(1,y;192))2dy}

X max
191,192€®
(74)
€5 = 12a° max{(K,(1;9)%}
JRe)
2 - 99)2 - 19)2
+ 12¢ %15&@)){{1(1(1’1’19) }%16%({}(2(1,19) }
+ 12e? max{K,(1,1;9)?}
[ISC]
x max {(Ka(1;91) — Ka(1;19,))%}). (75)
191,19266
The proof of Lemma 1 is complete. |

Relying on Lemma 1, we then present the following lemma
that shows no Zeno behavior.

Lemma 2: Forsome positive k1, ko, kK3, and k4, there exists a
minimal dwell-time = > Osuchthat¢,;; —¢; > rforall: € N.

Proof: 1) If the event is triggered by the second condition,
ie., tiy1 =t; + T, in (42), it is obvious that the dwell-time is
T > 0.
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2) Next, we consider the case that the event is triggered by
the first condition in (42). Define the following function ) (t):

d(t)” + 3¢m(t)
—3ém(1)
which was originally introduced in [14]. We have that
¥ (ti+1) = 1 because the event is triggered, and that ¢ (¢;) <
0 because of d(t;) =0 according to (40). The function
¢(t) is a continuous function on [t;,¢;,,] recalling (40)
and u € CO([ti,tH_l}; L2(O7 1)), C S CO([ti,ti_;,_l];R), m e
C°([ti,ti+1]; R_) in Proposition 1. By the intermediate value
theorem, there exists a t* € (¢;,%;41) such that ¢(t) € [0, 1]
when t € [t*,¢;,,]. The lower bound of dwell-time can be

founded as the minimal time it takes for ¢(¢) from O to 1.

Taking the derivative of (76) for all ¢ € [t*,t;,1), applying
Young’s inequality, using (66) in Lemma 1, and inserting (43),
we have

P(t) = (76)

| 2d(d() + S )
T e "
1 2 2 2
< % €1d(t)” + eau(1,t)* + e3u(0,t)
+eallul, ) + esC(1)? + (1) — Zemm(t)
+56ad(0)? - SEmu(l,0) - S€mu(0,0)?
- gl 017 = Jemaco?] - 9Ly 1 gy
L0 = k(0.0 = o DI = a2
() |
(17

It is worth pointing out that the last term in (77) is less than zero.
Choose

262 263

€
R1>71€2> KL4>7

£ =& £
where €9, €3,€4, and €5 are given in (72)—(75), which only
depend on the design parameter x in (21), the known plant
parameters, and the known bounds @, a, A, and A of the unknown
parameters.

Then, (77) becomes

b5 —rs[ (a1 e a0 - gemto
2

(78)

Lad(t)?
Inserting
d(t)?  d(t)* + $Em(t) — $Em(t)
= e = £ + 1)
we obtain from (79) that
b < mi? 4+ not) + ng (80)

where n; = %)\d& no=1+e +&rg+n,andng =1+n-+
€1+ %f)»d are positive constants. It follows that the lower bound

of dwell-time in this case is

ds > 0. 81)

! 1
0 M3 +nas—+mnis

Together with the result in 1), we have that the minimal dwell-
time 7 1S

= min{r,,T} > 0. (82)

The proof of this Lemma is complete. |

It follows from Lemma 2 that no Zeno phenomenon oc-
curs, i.e., lim; ., t; = 400, which allows the solution of the
closed-loop system to be defined on R, and guarantee the
well-posedness of the closed-loop system recalling Proposition
1.

Corollary 1: For all initial data u[0] € L?(0,1), ¢(0) €
R, and m(0) € R_, there exist unique mappings u €
CO(R 45 L2(0,1)) N CL(J x [0, 1]) with uft] € C2([0, 1]), C €
C°(R,;R),and m € C°(R;R_), which satisfy (2), (3), (38),
(63), and (46) for t > 0, where J = R \{t; > 0,i € N}.

Proof: For every u[0] € L%(0,1), ¢(0) € R, m(0)eR_,
recalling Proposition 1, we have u € C°([0,¢1]; L?(0,1))
NCL(0,42) x [0,1]) with ult] € C2([0,1]), ¢ € CO[0,t4];
R), m € C°([0,¢;];R_). It implies that wu[t;] € L?(0,1),
C(t1) € R, m(t1) € R_. Applying Proposition 1 for the in-
terval [t1,to] again, we have the same regularity of the so-
Iution. Through a step-by-step construction, applying Propo-
sition 1 repeatedly, we have that u € CO([0,lim; s t;);
L2(0,1))NCY(J x [0,1]) with wu[t] € C%([0,1]), ¢€C°
([0,1im; o t;); R), and m € C°([0,lim; , t;); R_), where
J = [0,1im; , t;)\{t; > 0,i € N}. Recalling Lemma 2 that
means lim;_,, t; = +00, Corollary 1 is obtained. |

The proof of the first portion in Theorem 1 is complete. In
the next section, we will show the convergence of parameter
estimates, which will be used in the Lyapunov analysis about
exponential regulation of the plant states in the last section, i.e.,
the proofs of the last two portions in Theorem 1.

B. Convergence of Parameter Estimates

At the beginning of this section, we present the following
four lemmas that are required in showing the convergence of
parameter estimates.

Lemma 3: For Qp 1(piy1,tiy1) and Qp 3(pig1,tir1) de-
fined by (59), (61) and (51), (52), the sufficient and necessary
conditions of Qn71(ﬂi+17ti+1) =0, Qn,S(Mi+1ati+l) =0 for
all n € N*, are u[t] =0, ((t) = 0 on ¢ € [pit+1, ti+1], respec-
tively.

Proof: Necessity: If Qp1(ptit1,Ti+1) = 0 for all n € N*,
then the definition (59) in conjunction with continuity of
gn1(t, piy1) for t € [piy1, Tir1] (a consequence of definition
(51) and the fact that u € C°([pis1, 541]); L?(0,1))) implies

Gna(tpiv1) =0, € [piy1, Tig1] (83)

for all n € N*. According to the definition (51) and continu-
ity of the mapping 7 — fol sin(zmn)ulr]dz (a consequence
of the fact that u € C°([pi11,Ti41); L2(0,1)), (83) implies
fol sin(zmn)u(z, 7)dx = 0, T € [ptit1, Tir1] for all n € N*.
Since the set {v/2sin(nmz) : n = 1,2,...} is an orthonormal
basis of L?(0, 1), we have u[t] = 0 for t € [g;41, Tit1]-
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Sufficiency: If w[t]=0 on t€ [puir1,7i+1], then
Qn,1(ftit1,Tip1) =0 for all n € N* is obtained directly,
according to (51) and (59).

By recalling (52) and (61), the fact that the sufficient and
necessary condition of Qs (1i+1,ti+1) = 0 for all n € N* is
C(t)=0ont € [it1,ti+1], is obtained straightforwardly.

The proof of Lemma 3 is complete. |

Lemma4: For the adaptive estimates defined by (62) based on
the data in the interval ¢ € [p;41, t;41], the following statements
hold.

1) Ifu[t] (or {(t)) is not identically zero for t € [p;+1, tit1],
then A(ti11) = A (or a(tip1) = a).

2) If w[t] (or ¢(t)) is identically zero for ¢ € [fi+1, tit1],
then X(ti+1) = Sn(ti) (or d(ti+1> = &(tl))

Proof: First, we define a set as follows,

S = {52 (01,02)" €0+ Zn(pig1:tiv1) = Gnlisr, tiv1)l,

nGN*}, 1 €N (84)

where © = {{ € R? : 1 < /; <%,a</{y <a}, and Z, and
G, in (55) and (56) are associated with the plant states over
a time interval [p4; 41, ti11].

We prove the following four claims, from which the state-
ments in this lemma are concluded.

Claim 1: If u[t] is not identically zero and ((¢) is identically
zeroont € [piy1,tiv1), then A(ti1) = A and a(ti11) = a(t;).

Proof: Because ult] is not identically zero and ((¢) is iden-
tically zero on ¢ € [p; 41, 7Ti+1), there exists n € N* such that
Qn,1(fit1, Tit1) # 0 recalling Lemma 3. Define the index set
I'tobethesetofalln € N*with Q,, 1 (fi+1, Tit1) # 0. Accord-
ing to (52) and ((t) being identically zero on t € [f; 41, Tit1]s
we know that g, 2(t, pi41) = 0ont € (g1, 7i41] forall n €
N*. It follows that Qn72(ﬂi+177i+1) =0, Qn,3<ﬂi+1a7-i+1) =
0, and H,, 2(tti+1,7i+1) =0 for all n € N* recalling (60),
(61), and (58). Recalling (55) and (56), then (84) im-
plies S; = {((1,0) € O : {1 = GrHEELTEL ¢ [} Be-
cause (q1,¢2) € S; according to (54), it follows that
Si = {(q1,¢2) € © : a < 5 <a}. Therefore, (62) shows that
3»(7’1‘+1) = Aand &<Ti+1) = CAL(Tl) |

Claim 2: 1f u[t] is identically zero and ((¢) is not identically
zeroont € [piy1,tiv1], then A(tiq1) = A(t;) and a(tiq1) = a

Proof: The proof of this claim is very similar to the proof of
Claim 1, and thus, it is omitted.

Claim 3: 1f ult], ¢(t) are identically zero on t € [pi41, tita),
then )\.( H—l) )L( ) and CAl(tH_l) = &(ti).

Proof: In this case, le(/.LH_l, ti-i-l) =0, Qn72(ui+1,
tiv1) =0, Qn3(tit1,tit1) =0, Hp1(bit1,ti+1) =0, and
H,, o(tit1,ti+1) = 0 for all n € N* according to (51), (52),
(57)—(61). It follows that S; = ©, and then (62) shows that
Mtiz1) = A(t), a(tivq) = alt;). [ |

Claim 4: 1f both u[t] and ((t) are not identically zero on
te [,U,i+1,ti+1], then },(ti+1) = X and &(ti+1) = aq.

Proof: By virtue of (54) and (62), if .S; is a singleton, then
it is nothing else but the least-squares estimate of the unknown
vector of parameters (A, a) on the interval [11;41,%;41],and S; =

{(x,a)}. From (55), (56), (84), and Lemma 3, we have that
Hy o (ftig1, tiv1)

Qn,3(Hit1:tiv1)
f Qn 2(,ui+17 1+1) ne N*}
Qn S(N'LJrla t7,+1)

We next prove by contradiction that S; = {(X, a) }. Suppose that
on the contrary S; # {(A,a)}, i.e., S; defined by (84) is not a
singleton, which implies the set S,; defined by (85) are not
singletons (because S,; being a singleton implies that S; is a
singleton). It follows that there exist constants 7 € R such that

S; €Sy = {(El,fz) €O/l =

(85)

@n2(Hit1,tiv1)
Qn3(tit1,tiv1)
because if there were two different indices k1, ko € N* with

Qky, 2(/L1+17 it1) Qky, 2(/tz+17 it1)
O i) #* Qi) then the set S,; defined by

(85) would be a singleton.
Moreover, since S; is not a singleton, the definition (84)
implies

=7, neN" (86)

Qn2(tit1,tis1)? = Qua(ftiv1s tiv1)Qns(tiv1, tiv1) (87)

for all n € N* by recalling (56). According to (59)-(61), and
the fact that the Cauchy—Schwarz inequality holds as equality
only when two functions are linearly dependent, we obtain the
existence of constants fi,, such that

gn,l(taﬂi+1) = [J/ngn,Z(ta ,U/i+1)7 n e N* (88)

for t € [ptit1,ti+1] (gn2(t, pti41) are not identically zero on
t € [phit1,ti+1] because ((t) is not identically zero).
Recalling (86), we obtain from (59)—(61) and (88) that

1 (t, fit1) = Ogn2(t, piv1), ©#0, n e N*

fort € [fi41,ti+1]- The reason of the constant i # 0 is given as
follows. According to Lemma 3, there exists n; € N* such that
Qny 1 (tit1,tiv1) # 0. Hence, gy, 1(t, fti41) is not identically
zero on [fti11,tit1].

Equation (89) holding is a necessary condition of the hypothe-
sis that S; is not a singleton. Recalling (51), (52), and Proposition
1, the fact that the (89) holds implies

(89)

1
/ sin(zmn)u(z, t)dz + %ﬁswn((t) =0 (90)
0

foralln € N*,t € (fti41,ti+1), and z € [0, 1]. Taking the time
derivative of (90), and recalling (1) and (2), we have that

/0 sin(xmn)(eugq (2, t) + Au(z, t))dx

memn(ad(t) + bu(0,1))

1)"mneu(1,t) + mneu(0,t)

—(-

1
/ 7°n? sin(zmn)eu(z, t)dx
0

1

1
+ [ sin(zmn)iu(z, t)dz + buawna(( ) + friemnu(0, t)
0

—(=1)"mneu(1,t) + n(mre + gem)u(0,t)
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- %ﬁ&twn(k —a—7mn%e)((t)

= —(=1)"meu(1,t) + (we + fem)u(0,t)

- %,umr(k —a—m*n%)((t) =0
for all n € N* and ¢ € (p;y1,ti+1), where (90) is applied in
going from the second equation to the third one in (91). Con-
sidering any two odd (or even) positive integers n; # na, we
obtain from (91) that (n? —n3)((t) = 0 for t € (pis1,tiv1).
Considering the fact that ¢ € C°([t;,t;4+1]; R) and ¢(¢) is not
identically zero on t € [t;,¢;+1], one obtains n? = n3: con-
tradiction. Consequently, \S; is a singleton, i.e., S; = {(%,a)}.
Therefore, A(t;41) = A, a(tiy1) = a. [ |

From Claims A1—4, we obtain Lemma 4. [ |

Lemma 5: If A(t;) = & (or a(t;) = a) for certain i € N, then
A(t) = A (or a(t) = a) forall t € [t;, +00).

Proof: According to Lemma 4, we have that A(t;11) is
equal to either A or i(ti). Therefore, if i(ti) = A, then
A(ti+1) = A. Repeating the above process, then A(t) = A for
all ¢ € [t;,limy,~(t;)). Recalling Lemma 2 which implies
limy o0 (tx) — 00, we thus have i(t) = Afort € [t;,00). The
same is true of a. The proof is complete.

Lemma 6: If u[0] = 0, ((0) # 0, and the user-selected initial
estimates 6(0) = [%(0), a(0)]” happen to make K(1;0(0)) =
Ky(1;0(t)) =0, the situation (ie., Ko(1;6(0)) =
Ky(1;0(t1)) = 0) is avoided just by changing 1(0) as another
value (arbitrary) in [A, A].

Proof: Because the kernels i and v in Ko (34) only in-
clude the unknown parameter: a, considering a(t1) = a en-
sured by ¢(0) # 0 with Lemma 4, and A(t;) = A(0) due to
the fact that w[t] is identically zero on ¢ € [0,¢1] (which is
the result of Kg(l;é(O)) =0 with (1)-(3), (36), (38), and
ul0] = 0), we have that K5(1;0(t1)) = Ka(1;4(t1), a(t1)) =
Ko (134(0),a) = Ka(1;0) + 229D (1), Thus K(1;0(t1)) =
0 implies a unique X(O) =i+ %89) that is a neces-

sary condition of K5(1;0(0)) = K5(1;0(t1)) = 0 when u[0] =
0,¢(0) # 0. In other words, if the situation in this lemma ap-
pears, it means that 5\(0) must be the one mentioned above.
Therefore, we only need to pick another A(0), and then the
situation mentioned in this lemma is avoided. The proof of
Lemma 6 is complete. |

Remark 1:1f u[0] =0,C(0)#0, and Ky(1;0(0)) =
K5(1;0(t1)) =0 is found under the user-selected initial
estimates 0(0) = [A(0), @(0)]7, then A(0) should be changed as
another value (arbitrary) in [A, A].

According to Lemma 6, the purpose of Remark 1 is to avoid
the appearance of an extreme case that u[0] =0, ¢(0) # 0,
K5(1;0(0)) = Ko(1;0(t1)) = 0, which implies K5(1;0(t)) =
Ky(1;0(t)) = K2(1;4(0),a) = 0 for t > ¢, and leads to that
the regulation on the ODE dynamics (1) is lost, i.e., u[t] =0
for all time while ¢(¢) dynamics may be unstable, according to
(1)-(3), (36), and (38).

Let 6(0) belong to ©; which is equal to © together with
Remark 1, we obtain the following parameter convergence
property.

Relaying on the above four lemmas, we are now to show the
convergence of the parameter estimates.

oD

L. B/ Vdz+ 2roC(2)?
Authorized licensed use limited to: Xiamen University. Downloaded on March 16, 2024 at 08%5 :38/0TC from IEEE Xplore2 Restrictions apply.

Lemma 7: For all u[0] € L?(0,1), ¢(0) € R except for the
case that both u[0] and {(0) are zero, with #(0) € ©1, we have

0(t)=190 (92)
for all t > to, where 0(t) = [A(t),a(t)]” and 0 = |7, a]”.

Proof: Case 1: u(x,0) is not identically zero for x € [0, 1],
and ¢(0) is not zero. We know that u[t], {(¢) are not identically
zeroont € [0,1;]. Recalling Lemmas 4 and 5, we obtain (92).

Case 2: u][0] = 0 and ¢(0) # 0.

We know that ((¢) is not identically zero on ¢ € [0,%;].
If Ko(1;4(0),a(0)) # 0, we have that u[t] is not identi-
cally zero on ¢ € [0,¢1] according to (1)—(3), (36), and (38).
Then, it is straightforward to obtain (92) with recalling
Lemmas 4 and 5.

If K5(1;4(0),a(0)) =0, then u[t] =0 on ¢t € [0,¢] ac-
cording to (1)—(3), (36), (38), and u[0] = 0. It follows that
¢(t) = ¢(0)e* in (1), which is not zero on t € [0,¢;] un-
der ((0) # 0. Recalling Lemma 6 and Remark 1, we have
K5(1;0(t1)) # 0, which results in that u[t] is not identically
zero on t € [ty, to] considering (1)—(3), (36), (38), and the fact
that ¢(t1) = ¢(0)e®" is not zero. Therefore, we obtain (92) from
Lemmas 4 and 5.

Case 3: u(z,0) is not identically zero, and ((0) = 0.

It is obvious that u[t] is not identically zero on ¢ € [0, t1].
Supposing that ([¢] is identically zero on ¢ € [0, 1], it follows
from (1) that u(0,¢) = 0 ont € [0, ¢1]. Applying the method of
separation of variables shown in [32, (3.4)—(3.10)], it implies
from (2), (3), and u(0,¢) = 0 that u[t] is identically zero on
t € [0,t1]: contradiction. Therefore, ([t] is also not identically
zeroon t € [0, ¢1]. We thus obtain (92) from Lemmas 4 and 5.

The proof of this lemma is complete. |

Lemma 7 implies that the exact parameter identification of
the two unknown parameters can be achieved by at most two
updates of the designed identifier, under all initial conditions of
plant states except for a set of measure zero. Because of

tyg < 2T 93)
which is ensured by (42) we have that the maximum convergence
time of the parameter estimates is 27", where T" > 0 is a design
parameter.

When all plant initial conditions are zero, the convergence of
parameter estimates is shown as the following lemma.

Lemma 8: If u[0] = 0, ((0) = 0, the parameter estimates are
kept as the initial values, i.e., 0(t) = 6(0) for t € [0, 00).

Proof: 1t is straightforwardly obtained (step by step) from
Lemma 4 that 6(t) =0(0) for ¢ e [0,lim,; . t;). Recall-
ing Lemma 2 that implies lim; . ¢; = 400, the proof is
complete. |

Based on Lemmas 7 and 8 showing the convergence of the
parameter estimates under different initial conditions «[0], ¢(0),
next we prove the last two portions of Theorem 1 by using
Lyapunov analysis.

C. Exponential Regulation of the Plant States

1) Now We Prove the Second Portion of Theorem 1:
Define a Lyapunov function as

—m(t) 94)
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where m(t) is defined in (43). Defining 1 e 1\ 2

5 =2 1 P(z,y;9)?dyd

Q(t) = 181017 +<(1)? + m(1) o5 ms=2m{ ( ([ [ P o) ) ’
we have 1

_ _ / F(x;t?)%lm} > 0.
§3Q(t) < V() < &82) (96) 0
where From Poincare inequality, we have that
—mind Sre, tr1b > 0,6 = L 1t >0 21 2 _ 1 2

S = min e gre Ly = 0.8 = max gra gre 1y = 0 8.7 < 38107 = ZIBHI% (103)
According to (68) and the nominal control design in Section I, From Agmon’s and Young’s inequalities, we have that
in the triggered control system, the right boundary condition of
the target system (23)—(26) becomes B(0,1)* < B(1,6)* + |81 + 18It (104)

Be(L,t) +7rB(1,1) = —p(t) — d(1). ©7)

Recalling the regularity of the solution in Proposition 1 and the
transformations (6), (14), (22), for ¢t € (¢;,t;11), ¢ € N, taking
the derivative of (94) along (23)—(25), (97), and (43), applying
integration by parts, we have that

V(1) =ra / B(a, )8y, )da + roC (£)E(E) — ()
= raB(1L 1) (—rB(1, ) — plt) — d(1))
— raz-:/ Bz, t)gdx — aerC(t)2 +7.C(t)bB(0,t)
0

+ nm(t) — rad(t)? + rru(1,t)? 4 rou(0,t)?
+ ralluC, )I” + £aC(1)?, € (i tiga)
Recalling (12), (14), and (35), we have

u(et) = Bat) = [ )80y + @00

0

+[Catn(suo- [ 002

‘ 6(z7t)dz+v(y)C(t)>dy

(98)

— Blayt) + / " Pla.y)Bly. t)dy + T()C(1) (99)
where

Pla) = = [ B (s — 1 (0,0) + B(o.)

I(2) = 7(z) + / " (e, )y (y)dy.

Applying the Cauchy—Schwarz inequality, we obtain

w(0,t)* < m1(B(0,4)% + ((t)?) (100)
w(1,t)? < ma(B(1, )% + (1) + IB[H1°) (101)
Jult]]|* < ms(C(t)* + [IBLL]1%) (102)

where

mp = 2max {1,max{F(O;19)2}} >0
SC)

1
Mo = Smax{l,/ P(l,y;ﬁ)2dy,F(1;19)2} >0
V€O 0

Applying Young’s inequality and the Cauchy—Schwarz inequal-
ity into (98), with using (100)-(102), (103), and (104), we have
that

V(t) < —rraeB(1, 1) — reeB(1,8)p(t) — raeB(1,t)d(t)

1 ! 1
— fraa/ B(x,t)de + frasﬂ(Lt)Q
8 0 4

1 ! 2 3 2, Tcy9 2
*57'(15 6x(x7t) dm*iamrcC(t) +—0 5(Oat)
0

am
+ Um(t) - )‘dd(t)2 + "leZB(]ﬂ t)z + /’{leﬂ(ov t)2
+ (kgms + k1mo)||B(-, )]

+ (fi4 + K21 + K1Mmo + fi377l3)<(t)2
1 TeE  T4E Te
< _ — ) e — a8 et Teg2
B [(r 4) fo drq dry am
— K1Mg — Hzml] B(1,t)?
+nm(t) — (hg — r17a2)d(t)? + roraep(t)?

3r
— (46am — K1Ma — KoMy — K33 — /€4> ¢(t)?

1 Te
— (3rae = 220~ ams ) I101°

1 Te
~(§rae= 220 sama o =g ) 50

fort € (¢;,t;+1). Choosing

1 1
min{ry,ro} > _ > T (105)
_ A 1 rT—
2¢ 4 4
o> 8(%317’712 + Komy + Ksms + I<J4) (106)
3am
2({:—61)2 + Kima + Komy) 2 [, 5
T, > Max o = ,— | —b° + kamy
PR TR
16(%()2 + K1mo + Kemq + Hgmg)
m (107)
13
Ag = TToE (108)
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where r = q — 2)\? in (27) and Assumption 2, which ensures r >

q— % > i are recalled, we obtain

3 c
V< ——raenmnF T (t)?
+nm(t) + rgrasp(t) . (109)
That is,
V < —oV(t) + roraep(t)? (110)

fort € (t;,t;11), 1 € N, where

. 1 3
=min<§ —¢, —am, .
o 8,40 n

Claim 5: Aftert = to, p(t) defined in (41) is identically zero,
ie.,

p(t) =0, t € [ta, 00). (111)

Proof: 1)If u]0] and ((0) are zero, it follows that u[t] and { (%)
are identically zero for ¢ € [0, co) considering (1)—(3), (36), and
(38). Thus, (111) holds.

2) Others: Recalling (41) and Lemma 7, we obtain (111).

The proof of Claim 5 is complete. |

Multiplying both sides of (110) by e°?, integrating both sides
of (110) from ¢; to ¢ with ¢ € (¢;,t;41), ¢ > 2, considering
Claim 5, we obtain that

V() <V(t)e "t e (i tin), 22 (112)

Recalling Corollary 1, we know that V' (¢) defined in (94) is con-
tinuous. We then have V(t) = V(tip1) and V(t]) = V(¢,),
and thus, we can replace (¢;,t;11) by [t;, t;+1]in (112), yielding

V( l"rl) < V( ) _a(tH»l_ti) (113)
fore > 2.
Hence, applying (113) repeatedly, we obtain from (112) that
1—1
V(t) < V(ta) H o0 (ter1—tc) p—o(t—t:)
c=2

=V (ty)e ot12) (114)
forany ¢t € [t;,t;41],7 > 3. Together with (112) holding for ¢ €
[t2, t3], we obtain

V(t) < V(ty)e ot t2) (115)

fort > to.
In the following claim, we analyze the responsesont € [0, ¢].
Claim 6: For the finite time ¢, in Claim 5, the following
estimate holds:

V(t) < V(0)e?, t €0,ts] (116)

where
1 . (1 3
0 = —max{roreeYy, 1} —ming <&, —am,n+ 1, (117)
€3 84

for some positive T, that depends on the initial parameter

estimates 4(0) and a( ) and its true values A and a.
Proof: Bounding p(t)? defined in (41) on t € [0, 5] as

p(t)* < Tp(llult]]* +¢(6)*)

with

1
TP = 2max {/ (Kl(lay;)Ha) - Kl(lvyvj‘vﬁ))Qdya
0

(Ka(1;,a) —Kz(l;i,a)F} (118)
where J. is equal to 7(0) or A, & is equal to @(0) or a, because only
A(0),a(0) and A(tl) a(ty) are used here, with recalling Lemma
4 that 1mphes that A(t;) = A or A(t;) = A(0) and a(t;) = a or

a(t1) = a(0). Recalling (102), we obtain
p(0)” < T8I + (02, te 0] (119
where the positive constant Y, is
Y, =T,(ms+1). (120)

For 0 <7 < 2, we have from (109) and (119) that
< - *Trﬁllﬁ[ 117 = =FamC(t)* + nm(t) + m(t)
—m(t) + TzTaETp(Ilﬂ[t] 12+ ¢(6)%) <aV(t)
fort € (t;,t;11), where & is given in (117). We then have
V(t) < V(t;)e? 1) (121)

for t € (t;,t;41),0 < i < 2. Recalling again the continuity of
V (t), and thus, we can replace (¢;,t;11) by [t;, t;41] in (121).
Then, we have

V(t) 3rc

V(tl) S V(O)e‘_’tl.
Recalling (121) and applying (122), we have that
V(t) < V(0)eh ettt = 1 (0)e”

for any ¢ € [t1,to]. It is obtained from (121) that V(¢) <
V(0)et also holds for ¢ € [0, #1]. Therefore, (116) holds.
The proof of Claim 6 is complete. |
We obtain from Claim 6 that

V(ta) < V(0)e2. (123)

By virtue of (115), (116), and (123), we have V(t) <
V(o)e(ﬁ-l-max{a,f&})tzefot < V(o)eQT(t?—i-max{a,f&})efot for
t € [0, 00), where (93) is recalled. Recalling (96), we have

(122)

Q) < T1Q(0)e 7"t >0 (124)
where the positive constant Y5 is
’I‘l — 57462T(6'+max{0,76}) (125)

€3
which depends on the initial parameter estimates A(0) and (0)
recalling (117), (118), and (120).

From (5), (37), and Lemma 7, we know that 0(t) =
0Vt > ty, and |6(t)] < |A(0)| ¥t € [0, t2], which is ensured by
Lemma 4. Recalling (93), the following estimate holds: |#()| <
¢27T|A(0)|e~*. Therefore, together with (124), we have that

(a0 + [pe]) < ¥ (200 + 7)) e

where
T = max{Y,e* 7},

(126)
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u(z,t)

Fig. 3. Evolution of u(z,t) in an open loop.
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Fig. 4.  Evolution of ¢(¢) in an open loop.

Fig. 5.
(36).

Evolution of w(z,t) under the control input U,(t) defined in
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Fig. 6.  Evolution of ¢(¢) under the control input Ug(t) defined in (36).
=
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Fig. 7. Piecewise-constant control input Uy(t) (36) and the

continuous-in-state control signal U, (¢) (39) used in ETM.
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Fig. 8. Evolution of the parameter estimates.
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Fig. 9. Evolution of (d(¢)?)%2 and (—&m(t))0-2.
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Fig. 10.  Density of the inter-execution times computed for 100 different

initial conditions given by u(z,0) = 2 sin(arz), ((0) = 0.2, and 7 =
1,2,...,100.

Applying the invertibility of the transformations (6), (14), and
(22), we thus obtain (64).

2) Now We Prove the Last Portion of Theorem 1: It fol-
lows from (1)—(3), (36), (38), and u[0] = 0, ¢(0) = O that u[t] =
Oand ¢(t) = 0fort € [0, c0). Recalling (40) and (43), we know
m(t) = m(0)e ", ie.,|m(t)] < |m(0)],fort € [0, 00). Also, it
is obtained from Lemma 8 that 6(t) = 6 — 6(0) for ¢ € [0, c0).
Therefore, (65) is obtained.

The proof of Theorem 1 is complete.

VI. SIMULATION
A. Model

The simulation model is (1)—(4) with the following param-
eters: a=15,b=1,e=1,A =3, and g = 5. The bounds
A, A, @, and a of the unknown parameters A and a are set as
0,5, 0, and 3, respectively. Initial conditions are defined as

u(z,0) = x?sin(27z), ¢(0) = 5. (127)

In the numerical calculation by the finite difference method, the
model is discretized with the time step of 0.004 and the space
step of 0.05.
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B. Design Parameters

The design parameters are chosen as & = 1.1, N = 5 T =
1.2,n =15,k =16, k1 = Ko = k3 = kg = 100, Ay = 20, and
n in (62) is truncated at 15 and the initial condition of m(t) is
set as m(0) = —500. The function of free design parameters N,
T, n, &, and m(0) in adjusting the response of the closed-loop
system is illustrated as follows. A larger m(0) can reduce the
triggering times at the initial stage, which allows more data
being collected for least-squares parameter identification. Even
though a larger overshoot of the plant norms may appear due
to the large m(0), the increase of 7 can fasten the convergence
of m(t) to zero, together with the decrease of &, which can
make the plant states resampled more frequently, especially
after the parameter estimates reaching the true values (which
can always be achieved in initial several updates), and thus
increase the decay rate of the plant states. Besides, as mentioned,
when we introduce the design parameters N, T, the increase
of N allows the data in more time intervals to be used in
parameter identification, which can improve the accuracy and
robustness of the identifier, and 7" is chosen to avoid less frequent
updates of parameter estimates considering the operation time is
only 4 s.

C. Gain Kernels

The kernels A(z), U(x, y) are directly obtained from (15) and
(7) (using the modified Bessel function given in [32, (A.10)]
with n =1 and cutting off m in [32, (A.10)] at 15), where
the unknown coefficients are replaced by the piecewise-constant
estimates. The approximate solution & (x, y) of (28)—(31) where
the unknown coefficients are replaced by the piecewise-constant
estimates is obtained by the finite difference method on a lower
triangular domain discretized as a grid with the uniformed inter-
val of 0.05 (the spatial variables x and y were discretized using 21
grid points each). The value at each grid point is denoted as h; ;,
1<5<1<21,4,5€1,2,...,21. According to (31), we know
hi1 = 0. Together with (30), wehave h; ; = 0,0 =1,2,...,21.
Then, ho 1 can be solved via (28). For representing the two-order
derivatives in (29) by the finite difference scheme, we adopt the
following approximate h; ;1 = ha1,7 = 2, ..., 21. The kernel
h will be recomputed when the parameter estimates are changed
in the evolution. In the simulation results, which will be shown
later, we know that h is recomputed twice, according to the
parameter estimates A and d.

D. Simulation Results

The open-loop response of the ODE state (¢) and PDE state
u(x,t) are shown in Figs. 3 and 4, from which we observe that
the plant is unstable. Applying the proposed adaptive event-
triggered controller U, defined in (36), it is shown in Figs. 5 and
6 that the ODE state ((¢) and PDE state u(x, t) are convergent
to zero. The piecewise-constant control input Uy(t) defined in
(36) and the continuous-in-state control signal U.(t) (39) used
in ETM are shown in Fig. 7. For the control input U,(t), the
estimate 6 is recomputed and the states u and ( are resampled
simultaneously, the total number of triggering times is 26, the
minimal dwell-time is 0.0404 s, which is much larger than the
highly conservative minimal dwell-time estimate (whose order
of magnitude is 109 s) obtained from (81) and (82) in Lemma 2.

There are two “jumps” in the continuous-in-state control signal
U.(t) (39) at the first two triggering times, because of the updates
in the parameter estimates, which are shown in Fig. 8, where the
estimates reach the true values after two triggering times (the
exact estimates are not obtained at the time of the first event
under the nonzero initial condition (127) as Lemmas 4 and 5
imply, because of the approximation adopted in the simulation,
including the discretization of time and space, and truncation of
n = 1,2, ... in the estimator (62)).

Fig. 9 shows the time evolution of the functions in the trig-
gering condition (42) and the execution times, where an event is
generated, the control value is updated and d(¢) is reset to zero,
when the trajectory d(t)? reaches the trajectory —&mi(t).

Finally, we run simulations for 100 different initial conditions
and compute the inter-execution times between two triggering
times. The density of the inter-execution times is shown in
Fig. 10, from which we know that the prominent inter-execution
times are around 0.1 s when 7 = 15, and increase to around 0.2 s
when 7 decreases to 1.

VIl. CONCLUSION

In this article, we have proposed an adaptive event-triggered
boundary control scheme for a parabolic PDE-ODE system,
where the reaction coefficient of the parabolic PDE, and the
system parameter of the ODE are unknown, and both of the pa-
rameter estimates and control input employ piecewise-constant
values. The controller includes an ETM to determine the syn-
chronous update times of both the BaLSI and plant states in
the control law. We have proved that the proposed control
guarantees that 1) no Zeno phenomenon occurs; 2) parameter
estimates are convergent to the true values in finite time under
most initial conditions of the plant (all initial conditions of
the plant except for a set of measure zero); and 3) the plant
states are exponentially regulated to zero. The effectiveness of
the proposed design is verified by a numerical example. In the
future work, the state-feedback control design will be extended
to the output-feedback type conforming to available sensors in
practice.

APPENDIX
A. Calculating Conditions of ~(x)
Inserting (14) into (16), recalling (8) and (20), we have

¢(t) + am((t) — bw(0, ) + by (0)¢(2)
= ((t) = ag(t) — bw(0, 1) + (bx + by(0))¢(1)
= (br + by(0))¢(t) = 0.

Inserting (14) into (17), recalling (9) and (16), we have

(128)

v(x,t) — evgg(x, t) + v(2)bv(0, 1)
= wy(z,t) — Y(@){(t) — ewgg (2, 1)
+e7"(2)¢(t) + (2)bv(0,1)
= y(@)am((t) — v(2)bv(0, 1) + &" ()¢ () + v(2)bv(0, 1)

)
= (v(@)am + " (x))¢(t) = 0. (129)
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By virtue of (18) and (10), we have

v2(0,) = w2 (0,£) =7/ (0)¢ () = = (0)¢(t) = 0.

According to (128)—(130), the conditions of y(x) are obtained

eY"(x) + amy(z) =0
10) = —+
7(0)=0

which are satisfied by (15).

B. Calculating Conditions of h(x,y)

Inserting (22) into (24), using (17) and (18), applying inte-

gration by parts twice, we obtain
Bt (.’,177 t) - Eﬂxz ("E, t)

— o) - [ " B, y)or(y. )y — cvaa(e, 1)

e / o (@, 9)0(y, D)y + eha (2, 2)0(z, 1)
0

+chy(z,z)v(z,t) + chy(z, x)v(x, t) + eh(z, x)vy (2, t)

= 2 @h0.0) = [ Hap)eoss(y. iy

+ b/oz h(z,y)y(y)dyv(0,t) + e /Oz haa(z,y)v(y, t)dy

+ 2ehg (z, x)v(x, t) + chy(x, x)v(z, t) + eh(x, x)vg (2, t)

= —(z)bv(0,t) — h(z, z)ev,(x,t) + h(0,0)ev,(0,¢)
+ hy(z, z)ev(z,t) — hy(z,0)ev(0, 1)

_ /Ow hyy (. y)ev(y, t)dy + b/

0

x

h(z, y)y(y)dyv(0, 1)
+e /CE hag(x,y)v(y, t)dy + 2ehy (2, x)v(x, 1)

0
+ chy(z,x)v(z,t) + eh(z, x)vy(x, t)

- <hy(x, 0)e +y(z)b — b/oz h(z, y)v(y)dy> v(0,1)

+ (eh(x,x) — h(z, x)e)v, (2, t)
+ 2e(hy(z, ) + hy(z, z))v(z, t)

e / (i (. 9) — has (2, 9))0(y, D)y = 0.

By virtue of (25) and (18), we have

B(0,t) = v,(0,¢t) — h(0,0)v(0,t) = —h(0,0)v(0,¢) = 0.
(135)
According to (134) and (135), we obtain the conditions (28)—

31).
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